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Abstract: Image restoration could be a technique that 

restores the degraded face pictures like faxed pictures, 

scanned passport photos and written pictures by removing 

noise within the image. The degradations embody toning, 

video digitizing and security watermarks. AN unvarying 

image restoration theme is employed to revive the severely 

degraded face pictures that improve the popularity 

performance and also the quality of the remodeled image. 

During this paper, we tend to study Viola and Jones face 

detection rule that is to localize the special extent of the 

face and verify its boundary. In next step, geometric 

normalisation is applied to each original and degraded 

picture. It holds 2 processes specifically automatic eye 

detection and transformation that matches the pictures 

within the information and constructs the canonical faces. 

Low pass filtering is completed exploitation Wiener filter 

that reduces the noise within the image and also the 

invariant ripple remodel reduces artifacts. Then, the 

standard of the image is checked exploitation a number of 

the standard metrics and it's remodeled if the standard is 

sweet. Image identification before and when restoration is 

achieved exploitation sure classification tools and ways. 

The experimental results demonstrate that our projected 

system improved the popularity performance and quality 

of the image. 

Keywords: Face restoration, face recognition, quality 

metrics, k-nearest neighbor classifier, neural network 

classifier. 

I. INTRODUCTION 

Image Restoration is employed to scale back 

degradation effects within the image. Image restoration 

is predicated on filter style and is employed to enhance 

the looks of a picture. The sources of image degradation 

includes harsh close illumination conditions , calibre 

imaging devices, compression down sampling, out-of-

focus acquisition, device or transmission noise motion 

blur, halftoning, dithering, and therefore the presence of 

security watermarks on documents. These varieties of 

degradations gift in a picture area unit ascertained in 

written or faxed documents. 

This paper deals with an automatic face recognition 

situation that involves scrutiny degraded facial pictures 

against their high-resolution counterparts. the categories 

of degradation thought-about during this paper are: 1) 

fax compression, 2) fax compression, followed by 

printing, and scanning, and 3) fax compression, 

followed by actual fax transmission, and scanning.  

The factors that impact the standard of degraded face 

photos area unit 1) person-related, 2) document- 

connected, 3) device-related. 

The goal of this paper is to match degraded face photos 

against high-resolution pictures and to revive the 

degraded photos .An reiterative image restoration theme 

is utilized within which the target functions particularly 

peak signal/noise (PSNR) and therefore the Universal 

Image Quality Index (UIQ) to guide the image 

restoration method. The result's to get improved pictures 

with prime quality and to enhance higher recognition 

performance of the image. 

The texture and quality based mostly classification rule 

is employed to work out the character of degradation gift 

within the image. This info is then accustomed generate 

the suitable set of parameters for the restoration method. 

This helps the human operators in validate the 

correctness of a match. 

II. RELATED WORK 

The existing works closely associated with the matter of 

matching degraded face pictures against high resolution 

pictures. The matter self-addressed in existing models is 

predicated on 2 topics within the field of image process 

namely 1) image restoration, 2) super-resolution. Most 

of the projected techniques have given solely implicit 

assumptions regarding the kind of degradation gift 

within the image and failed to influence degree of 
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degradation within the pictures [1]. While not specifying 

the matter of restoring the image, solely the standard and 

ability-to-recognize the image was self-addressed. 

Matching high abstraction resolution face image with 

low resolution image is encountered within the method 

of super resolution. The age distinction between 

combine of face pictures is set victimization theorem 

classifier. [2]. within the paper [3], [4] scanned and 

therefore the images obtained victimization camera 

whereas examination don't give the specified result. 

III. FACE DETECTION 

The image gained is degraded due to several factors. 

The degraded image is hoard in the database. Face 

Detection method is used to remove only the face region 

from the image. It is done with a method, Viola and 

Jones face detection [5]. 

 Viola and Jones face detection algorithm 

The Viola and Jones face algorithmic rule is employed 

to detect the face. This methodology is quicker and 

economical in detective work the face. The oblong haar 

like perform is employed to sight the face region within 

the image. The oblong feature is employed to find the 

face and it eliminates the opposite regions. The haar 

feature is that adds brightness level of picture element 

position in white region to increase of brightness level in 

remaining grey section. The distinction between them 

provides the oblong feature and also the detected face is 

shown in fig 1 a pair of. The accuracy and speed is 

achieved by mistreatment Viola and Jones face detection 

algorithmic rule. 

 

  

 

Fig 1: Viola and Jones face detection algorithm 

 

 Geometric normalization 

The geometric normalization is applied to the detected 

face image, which includes of automatic eye detection 

and transformation. The automated eye findion is 

employed to detect the attention coordinates in a picture. 

The transformation is employed to seek out the 

constituent position of a picture in several angles. This 

technique is often applied solely to frontal pictures. 

Using geometric normalization figure 4 the pixels gift 

within the image becomes comparable. For instance, a 

picture contains a mole or a scar the geometric 

normalization makes the pixels gift within the image 

comparable or perhaps. 

IV. FACE RESTORATION 

After the pixel turn into equal, the normalised image is 

used for reinstatement. Image denoising [10] method is 

used to eliminate noise from the image. 

 Denoising using Wiener filter 

In Wiener filter [Fig 2], the filter price is incremented 

till the noise gift within the image is removed. Wiener 

filter is otherwise known as Minimum Mean sq. Error 

Filtering. the opposite filtering approaches don't give a 

definite privilege for handling noise. But, Wiener filter 

uses each degradation perform and applied math 

characteristics of noise for removing noise from the 

image and to revive the image. Its purpose is to scale 

back the quantity of noise by comparison it with AN 

estimation of the required quiet signal. 

The objective of Wiener filter is to seek out AN estimate 

of the uncorrupted image specified the mean sq. error 

between them is decreased. It minimizes the mean sq. 

error within the method of inverse filtering and noise 

smoothing. The Wiener filter is best than alternative 

filters since it reduces the noise gift within the image a 

lot of effectively. The Wiener filter provides solutions 

for non casual filter, casual filter and finite impulse 

response filter. 

The Wiener filtering executes AN optimum trade-off 

between inverse filtering and noise smoothing. It 

removes the additive noise and inverts the blurring at the 

same time. The Wiener filtering could be a linear 

estimation of the initial image. Wiener filter has 2 

separate elements, AN inverse filtering half and a noise 

smoothing half. The Wiener filter not solely performs 

the deconvolution by inverse filtering (high pass 

filtering) however additionally removes the noise with a 

compression operation (low pass filtering). 

  

  

Fig 2: De-noising using Wiener filter 

 

 Quality metrics 

Signal to noise quantitative relation (SNR): it's a live 
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utilized in science and engineering that compares the 

amount of a desired signal to the amount of background. 

it's outlined because the quantitative relation of signal 

power to the noise power. A quantitative relation on top 

of 1:1 indicates a lot of signal than noise. Signal-to-

noise quantitative is outlined because the power ratio 

between an indication (meaningful information) and 

therefore the background (unwanted signal). 

0
0 10

0

( , ) 20.log
h

SNH h h
h h




     (1) 

Where, 0h is the true image which is unidentified and ĥ 

is the restored image. The SNR can be attained by 

calculating the square of the amplitude ratio: 

2( )
signal signal

noise noise

P A
SNR

P A
        (2) 

Where, A is root mean square (RMS) amplitude. In 

intensity, the SNR is defined as 

10 , ,10log ( )
signal

db signal db noise db
noise

P
SRN P P

P
     (3) 

Which may equivalently be printed using amplitude 

ratios as 

2
10 1010log ( ) 20log ( )

signal signal
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noise noise
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SRN
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     (4) 

Peak signal to noise magnitude relation is most 

ordinarily used as a live of quality of reconstruction of 

lossy compression codec’s (e.g., for image 

compression). The signal during this case is that the 

original information, and therefore the noise is that the 

error introduced by compression. This live is outlined 

because the magnitude relation between the most 

attainable power of a symptom and therefore the power 

of corrupting noise that affects the fidelity of its 

illustration. The formula for shrewd PSNR is, 

0 10
0

2
( , ) 10.log

( , )

iMAX
PSNR h h

MSE h h
    (5) 

Where, 
2

0 0( , ) [( ) ]MSE h h E h h   is the error of the 

restored image(h) corresponding to the true imagc( 0h ), 

MSE is the mean square error. 

Universal image excellence index is the measure 

projected in was designed to model any image 

deformation via a combination of three main factors, 

viz., loss of association, luminance distortion, and 

contrast distortion [6]. 

The formula for manipulative UIQ is as follows, 

2 2 2 2

22
. .

x yx

x y x y

y xy
UIQ

x y

 

   
      (6) 

where, x=true image 

y=restored image 

,x y  =means of x and y 

 2 2,x y  =variances of x and y 

xy = covariance of x and y 

The iteration takes place awaiting the image obtained 

satisfies the superiority metric based objective functions. 

The restored image is then used for appreciation. The 

face restoration process on the normalized image using 

wiener filter and excellence metrics is shown in Fig 3. 

V. FACE RECOGNITION 

The face recognition is achieved using neural network 

classifier exposed in Fig 4. The neural network classifier 

consists of hidden layers. The input which is the 

attribute (X) extracted from the image is given for the 

progression and the output is obtained. The neural 

network classifier uses, .X w b class   Where w and b 

are the weight and prejudice values which are 

incremented until the image here in the test database 

(degraded image) is matched with trained database 

(original image). 

 

Fig 3: Face restoration 

 

 

Fig 4: Face Recognition using neural network classifier 
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In neural network classifier, a train database and a test 

database is preserved. The train database contains 

unique images and a test database contains degraded or 

noised face images. The attribute extraction is done from 

both test and train database based on G8, CSU [7], LBP 

[9] methods. 

Finally, the classification is completed using neural 

network classifier. The high resolution and restored 

images were compared 

VI. EXPERIMENTAL RESULTS 

In this segment, we present a set of experiments used to 

appraise the efficiency, scalability and robustness of our 

system in evaluation with existing ones. The 

experimental result is obtainable in this section. 

 k-nearest neighbor classifier 

The k-Nearest-Neighbor Classifier [8] is unable to 

predict the right image. The person gift within the image 

could be a twin and if these pictures square measure 

keep within the information, the classifier supported 

some common similarities or distance assigns the closest 

neighbor image to be the right image. So, this drawback 

is overcome by our projected system mistreatment 

neural network classifier. 

 

Figure 5: graph represents the frequency of resolution 

ratio  

 

Figure 6:  PSNR and RMSE values obtained 

 

 Neural network classifier 

In neural network classifier, a train info holds original 

image and a check info consists of rackety pictures is 

maintained. Here, once extracting the options from the 

image, many iterations square measure performed 

victimization weight and bias values until the 

rehabilitated image is recognized. The fig 5, 6 shows the 

standard of the rehabilitated image victimization quality 

primarily based objective metrics. Thus the excellence 

and ability-to-recognize of the restored image is 

improved. 

VII. CONCLUSION 

We have studied the matter of restoring severely 

degraded face pictures. The projected restoration 

technique logy consists of unvaried method to revive the 

blatant pictures which is compared with the high 

resolution counterparts. Our projected work uses neural 

network classifier to acknowledge the image that is 

remodeled therewith of the first image. Experimental 

results show that the face recognition is achieved higher 

in neural network classifier than that of k-nearest 

neighbor classifier utilized in the prevailing model. 

One of the attainable enhancements can be created is 

that the use of super-resolution formula that helps to 

grasp concerning the previous on the abstraction 

distribution of the image gradient for frontal face 

pictures. Another future work to be done is that the 

higher classification of the degraded face pictures which 

is able to improve the integrity of the restoration 

technique. 
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